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Introduction

• Key Observation: We observe that the backdoor task is 
quickly learned by the victim model (using a very few 
training epochs), much faster than the main task (clean).
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• Backdoor attacks embed an attacker-chosen pattern into 
inputs to cause model misclassification. 

• A number of defense techniques proposed by the 
community. Do they work for a large spectrum of attacks?

• We study the characteristics of backdoor attacks through 
theoretical analysis and introduce two key properties: 
orthogonality and linearity. 

What are the underlying reasons 
causing defenses to fail                        

on certain backdoor attacks?

• Based on our observation, we formulate backdoor learning 
as a two-task continual learning problem.

• Evaluate our theoretical analysis and hypotheses 
on 14 attacks and 12 defenses.

• Investigate the impact of 6 key factors that affect 
the orthogonality and linearity.

• Offer insights on When and Why do defenses               
fail or succeed against various attacks.

Orthogonality

Linearity

• We systematically explore why existing defenses fail on certain backdoor attacks.
• We provide a theoretical analysis on two critical properties orthogonality and linearity.
• Unlock new insights — TRYOUT our NEW measurements beyond ASR and ACC!
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