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« Backdoor attacks embed an attacker-chosen pattern into Orthogonality 7
inputs to cause model misclassification. < A

« A number of defense techniques proposed by the 41 .
community. Do they work for a large spectrum of attacks? 3 ¢ y .,

« We study the characteristics of backdoor attacks through :
theoretical analysis and introduce two key properties:

and

Table 1: A Summary of Existing Attacks and Defenses Y
Attack Mod(.el Detection ' ' Backdoor Mitigation Input Detection . . .
NC [1] Pixel [2] ABS [3] Fine-Pruning [4] NAD [5] ANP [6] SEAM [7] AC[8] SS[9] SPECTRE [10] SCAn [11] PrOpOSltlon 3.9. (Llnearlty PerspeCtlve Of Backdaor Learn_
BadNets [12] ° ° ° ° ° ° ° ° ° ° ° . . i
Puch  TORNN(DI e e e e & & 0O o ing) For a well-poisoned model f : X — Y with a near
S * . 0 100% attack success rate, there exists a specific hyperplane
Input-aware [16] O O O o . )
T T R oo e o o - 5 Theorem 3.4. (Baclidoor Stays uizder Orthogonal Gradient (Wx — b = 0), which capable of capturing the Trojan
6 115 6o o o S e Descent) Let f(x,0;) and f(x,0%) represent the converged behavior in the backdoor learning phase, and this trojan
Fle  petpo o o o o ° 5 neural network associated with the backdoor and clean tasks, hyperplane persists in the clean learning phase.
mishle ewacn o oo o respectively, parameterized by converged backdoor model
Lira [23] O O O O O O
O

om0 O s o o o o 5 parameters 0y and converged clean model parameters 0. N .
_ — — __— . .. : umerical Results
@®: attacks can be defended, supported by existing works; ©: attacks can be defended, supported by our experiments; O: attacks cannot be defended. leen a s amp l e Of b ackdo or l—ra INin g data ( T b) yb) d erive d
Motivation from a prior backdoor task b and following the distribution  Evaluate our theoretical analysis and hypotheses
Dy, we can establish that on 14 attacks and 12 defenses.

" o | tigate the | t of 6 key fact that affect
What are the underlying reasons f(x,07) = f(zs,67) (4) e ooty e Ineartty o e anee
CaUSing defenseS 1{® fa||  Offer insights on and do defenses

fail or succeed against various attacks.

on certain backdoor attacks?
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(1) Backdoor stage @ Clean stage N\
Vof (xp,03)
Orth. T OAg/flLlnear. Orth. Y 7 Linear
+ Key Observation: We observe that the backdoor task is < //
quickly learned by the victim model (using a very few 4 \

ASR ASR ASR

(a). BadNets (b). Blend (c). WaNet

training epochs), much faster than the main task (clean).
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Epoch Epoch Epoch el s e, We provide a theoretical analysis on two critical properties and
(a) BadNets (b) Blend (c) WaNet Ferk e gy o Unlock new insights — TRYOUT our beyond ASR and ACC!
| | Rk e L(6F) - L(67) |
« Based on our observation, we formulate backdoor learning Orth. = arccos( n " ) Linear. = LR(A~, Ap) @
as a problem. @ 8 of fratd'sd I£ (Teb JHIZ (Tec )| ' 0 S R 2
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