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Backdoor Threats Machine Learning?
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1. https://news.uchicago.edu/story/computer-scientists-design-way-close-backdoors-ai-based-security-systems
2. https://twitter.com/AnthropicAI/status/1782908989296046210
3. https://iclr23-bands.github.io/
4. https://sites.google.com/view/aiscc2024/home
5. https://research.ibm.com/blog/defending-diffusion-models

https://news.uchicago.edu/story/computer-scientists-design-way-close-backdoors-ai-based-security-systems
https://twitter.com/AnthropicAI/status/1782908989296046210
https://iclr23-bands.github.io/
https://sites.google.com/view/aiscc2024/home
https://research.ibm.com/blog/defending-diffusion-models


Study on Existing Attacks and Defenses
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Key Question to Ask:

What are the underlying reasons 
causing defenses to fail                        

on certain backdoor attacks?
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Observations on Backdoor Learning
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• Key Observation: Backdoor task is quickly learned much faster 
than the main task (clean).
• Formulate backdoor learning as a two-task continual learning

problem.



Why Backdoors Are Not Forgotten During 
Learning?
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Farajtabar, Mehrdad, et al. "Orthogonal gradient descent for continual learning.”
Bennani, Mehdi Abbana, et al. "Generalisation guarantees for continual learning with orthogonal gradient descent."

......

Continual Learning

Catastrophic forgetting: When learning new tasks, 
the agent may forget previous learned skills...

Tasks



Backdoor Orthogonality
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• Horse vs. Deer

• Horse vs. Patch Trigger



Backdoor under Orthogonal Gradient Descent
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Backdoor Linearity
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• Latent Separation of Various Attacks

• Backdoor Sample vs. Clean Sample 



Backdoor Linearity
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How Orthogonality and Linearity Can Help?
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When and Why do defenses               
fail or succeed against various attacks?

• 10 hypotheses on backdoor orthogonality and linearity.
• 6 possible factors that impact orthogonality and linearity.



How Orthogonality Helps?
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Liu, Kang, et al. "Fine-pruning: Defending against backdooring attacks on deep neural networks."
Li, Yige, et al. "Neural attention distillation: Erasing backdoor triggers from deep neural networks.”
Zhu, Rui, et al. "Selective amnesia: On efficient, high-fidelity and blind suppression of backdoor effects in trojaned machine learning models."



How Linearity Helps?
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Hayase, Jonathan, et al. "Spectre: Defending against backdoor attacks using robust statistics.”
Fields, Greg, et al. "Trojan Signatures in DNN Weights." 
Wang, Bolun, et al. "Neural cleanse: Identifying and mitigating backdoor attacks in neural networks.”
Liu, Yingqi, et al. "Abs: Scanning neural networks for back-doors by artificial brain stimulation.”
Tao, Guanhong, et al. "Better trigger inversion optimization in backdoor scanning."



Evaluation Metrics
• Orthogonality (Orth.): to quantify the radian between the backdoor 

and clean task gradients
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Backdoor gradient Clean gradient

Inputs fluctuations Outputs fluctuations

• Linearity (Linear.): to quantify the linear relationship between 
changes in input and output across each layer in a sub-network.



Experiments

15Mirzadeh, Seyed Iman, et al. "Wide neural networks forget less catastrophically."



Exploring the Orthogonality and Linearity of 
Backdoor Attacks
Take-aways:
1. We systematically explore why existing defenses fail on certain 

backdoor attacks.
2. We provide a theoretical analysis on two critical properties 

orthogonality and linearity.
Paper, code, slides and video: 

https://orthoglinearbackdoor.github.io

†

Thank you!

https://orthoglinearbackdoor.github.io/

