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Problem & Motivation
• MIA determines whether a specific data record was used 

to train a target model or not
• Pre-training large-scale LLMs requires resources, e.g. 

A100 GPUs
• Small companies and individuals use pre-trained model as 

the backbone to fine-tune
• Data used in fine-tuning often includes either PII, 

copyright data, or even confidential organizational 
information
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The Calibration Challenge

Table I: Evaluation of SOFT
in AUC-ROC Score 

Evaluation

Selective Data Obfuscation Overview

Table II: Adaptive Attacks

Observation

Figure I: AUC-ROC on Full Fine-tuned Pythia
Figure II: Full Fine-tune on Different Model Sizes of Pythia 

Figure III: AUC-ROC on LoRA Fine-tuned Pythia 

Figure IV: Utility test using LLM-as-a-Judge Personal PageProject Page


